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Abstract

Modern vehicles are equipped with many ECUs (Electronic
Control Unit) that are connected to the IVN (In-Vehicle Net-
work) for controlling the vehicles. Meanwhile, various inter-
faces of vehicles, such as OBD-II port, T-Box, sensors, and
telematics, implement the interaction between the IVN and ex-
ternal environment. Although rich value-added functionalities
can be provided through these interfaces, such as diagnostics
and OTA (Over The Air) updates, the adversary may also
inject malicious data into IVN, thus causing severe safety is-
sues. Even worse, existing defense approaches mainly focus
on detecting the injection attacks launched from IVN, such
as malicious/compromised ECUs, by analyzing CAN frames,
and cannot defend against the higher layer MIAs (Message In-
jection Attacks) that can cause abnormal vehicle dynamics. In
this paper, we propose a new state-aware abnormal message
injection attack defense approach, named SAID. It detects the
abnormal data to be injected into IVN by considering the data
semantics and the vehicle dynamics and prevents the MIAs
launched from devices connected to the vehicles, such as the
compromised diagnostic tools and T-boxes. We develop a
prototype of SAID for defending against MIAs and evaluate
it using both real road data and simulation data. The experi-
mental results show that SAID can defend against more than
99% of the network and service layer attack traffic and all
state layer MIAs, effectively enforcing the safety of vehicles.

1 Introduction

Modern vehicles comprise many software-driven ECUs (Elec-
tronic Control Unit), sensors, and actuators [73], which im-
plement the functionalities of the vehicle and are in charge of
controlling the vehicle, such as ABS (Anti-lock Brake Sys-
tem), entertainment system, etc. They are connected to the
IVN (In-Vehicle Network), such as CAN (Controller Area Net-
work), LIN (Local Interconnect Network), or FlexRay [74].
Since CAN, the de facto standard, has been widely used in
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modern vehicles, we focus on CAN in this paper, but our
methodology can be applied to other IVNs.

The attacks on the IVN or ECUs can seriously endanger
driving safety. As more and more vehicles provide interfaces
(e.g., OBD-II, T-Box, etc.) to communicate with the exter-
nal entities (e.g., diagnostic devices, network, and sensors),
an increasing number of adversaries exploit such new attack
surfaces to attack the vehicles. For instance, it has been re-
ported that attackers can remotely control a Jeep running on
the highway at 70 miles per hour [14]. As another example,
by exploiting the vulnerabilities in the aftermarket vehicle
diagnostic tools, researchers demonstrated how to remotely
control the vehicle’s doors, windows, and mirrors [58]. More-
over, the Tesla Model S and X cars were hacked by security
analysts, who remotely controlled the maneuvers [15]. All
these attacks were launched by injecting specific data into the
vehicle’s IVN through its exposed interfaces.

To protect the IVN from MIAs (message injection attacks),
existing countermeasures can be divided into two categories:
message authentication and intrusion detection [43]. The for-
mer uses various cryptography mechanisms to exclude unau-
thorized commands [57, 69, 80, 89, 94, 97]. Unfortunately, it
is not easy to deploy them in practice due to the limited com-
putation resources of ECUs. Moreover, they cannot prevent
the compromised ECUs from sending attack messages. The
latter employs many features to capture abnormal attack pat-
terns, such as the entropy of IVN [70], message intervals [64],
message correlation/consistency [71], ECU fingerprints [29],
communication characteristics [34], etc.

However, existing IDS (Intrusion Detection System) ap-
proaches have the following limitations and thus cannot effec-
tively defend against MIAs. First, they focus on CAN frames at
low IVN layer (e.g., bus-off attack [34]) and therefore miss the
attack messages exploiting higher layer diagnostic services
because such messages are usually transmitted by normal
CAN frames. Second, they capture the abnormal data accord-
ing to statistic characteristics without semantic and context
information, and hence can be easily evaded. Third, since the
existing solutions do not consider vehicle states, they cannot



detect the attack messages injected during particular vehicle
states, such as turning off turn signals while cornering.

In this paper, we propose a new approach, named SAID, to
defend against MIAs. Following the defense in depth princi-
ple, SAID scrutinizes the incoming messages at three layers
due to the multi-layer model adopted by IVN data transmis-
sion. SAID decides whether a well-formed incoming message
is benign according to the safety consequence it causes in the
current message context and vehicle states, and thus SAID
takes into account both the message context and the vehicle
states. More precisely, SAID first detects the abnormal CAN
frames at the network layer. Then it assembles the passed CAN
frames into diagnostic messages and identifies the abnormal
ones at the service layer. After that, at the state layer, it de-
termines whether the messages should be allowed according
to their semantics and the vehicle states, which are estimated
based on the vehicle dynamics models and specified rules.
It is worth noting that, SAID is deployed between the IVN
and the out-vehicle entities. Although it focuses on defending
against the MIAs launched from out-vehicle entities, it can
also detect the anomalies caused by in-vehicle ECUs/sensors
or the unusual states under the control of drivers.

It is non-trivial to design SAID because of two major chal-
lenging issues. C1: Sophisticated attack messages may cause
severe safety consequences in specific driving states and can
easily evade the existing detection methods with the right for-
mats. For example, a compromised OBD-II dongle can cause
rollover or side slip through injecting acceleration messages
continuously during cornering. Therefore, we need to esti-
mate the dynamic vehicle states and further design proper
policies to detect such injected well-formatted malicious mes-
sages, which requires the lightweight and timely driving state
estimation approach. C2: Similar to the OSI (Open System
Interconnection) model, the IVN also adopts a multiple-layer
architecture, and thus the adversary can inject well prepared
data at different layers for various attack purposes, such as in-
jecting high priority CAN frames for DoS (Denial of Service)
attack and diagnostic messages for fuzzy testing the security
key. To effectively defend against the attacks launched at all
these layers, we need to consider both the multiple-layer char-
acteristic of IVN and the communication protocols used at
different layers.

In this paper, we leverage various novel detection mecha-
nisms and designs to address these challenges. Particularly,
to approach C1, we propose a new lightweight approach to
estimate the dynamic vehicle states timely using three vehi-
cle dynamics models (§4) and further analyze the injected
messages considering both the vehicle states and the message
semantics. Meanwhile, we collect context information from
both IVN and onboard sensors for state estimation. To address
C2, we design specific abnormal message detection policies
for each layer considering the communication characteristics
(§5). Also, we take into account the dependencies between
these layers and adopt a cross-layer architecture to manage
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Figure 1: The control of vehicle dynamics.

and implement them.
Overall, we make the following major contributions.

• We propose a novel approach named SAID to defend against
the MIAs from external entities. To the best of our knowl-
edge, it is the first approach that considers both vehicle
states and message semantics and conducts multi-layer
screening to defend against sophisticated injection attacks.

• We develop a prototype of SAID and deploy it on real
vehicles by solving a series of challenging issues, such
as vehicle state estimation and cross-layer malicious mes-
sage detection. Both code and datasets can be accessed at
https://github.com/rewhy/said.

• We evaluate SAID using professional simulation software,
real vehicles, robotic cars, and a well-designed testbed. The
experimental results show SAID can effectively defend
against the injection attacks to IVN. For example, SAID
can prevent all state layer attacks and filter out more than
99% network and service layer attack traffic.

2 Background

This section briefly introduces the necessary background
about vehicle dynamics, CAN, and diagnostic services.
Vehicle Dynamics: Vehicle Dynamics is defined as the ap-
plication of the physical laws to a vehicle in motion [9]. As
shown in Fig. 1, the vehicle dynamics models the reactions
of the vehicle to the inputs from the drivers or the autopilot
systems. That is, it studies how the motions of the vehicle are
triggered by the actions of steering, accelerating, and brak-
ing [19]. Overall, the vehicle dynamics can be divided into
lateral dynamics, longitudinal dynamics, and vertical dynam-
ics, considering the abnormal dynamic vehicle states (i.e.,
accidents in Fig. 1) that can be prevented [99], such as side
slip and rollover. In this paper, we aim to defend against MIAs
by applying the vehicle dynamics models to checking whether
the incoming messages will cause anomalies, and then the
messages causing abnormal dynamic states are discarded.
Control Area Network (CAN): In a vehicle using CAN bus,
many ECUs are connected to it and exchange messages for
controlling the electrical modules of the vehicle, such as the
engine control module (ECM) [48]. The communication fol-
lows the CAN protocol (ISO 11898 [40]), which specifies the
first and the second layers of the OSI (Open System Intercon-
nection) model. This is a frame-based protocol with a typical
speed of 500 kbit/s [40]. The CAN frames are broadcast to all
ECUs connecting to the CAN bus, and the ECUs just process
the frames targeted to themselves and ignore others.
Diagnostic Services: The diagnostic services provide a set of



functions, such as test, inspection, monitoring, diagnosis, or
programming of the in-vehicle sub-systems. Besides the OBD
(On-board diagnostic) services for the mandatory emissions-
related diagnostics, there are two popular diagnostic services,
namely UDS (Unified Diagnostic Services) and DoCAN (Di-
agnostic communication over CAN). Each diagnostic service
involves at least three types of diagnostic messages, including
requests, positive responses, and negative responses.

3 Overview

This section first presents our threat model and then gives an
overview of our new defense approach against MIAs.

3.1 Threat Model

In this paper, we aim at defending against the attacks that
inject abnormal data/messages into IVN from out-vehicle en-
tities (e.g., telematics, OBD-II ports, T-Box, and sensors) [20,
23, 44, 58, 65, 96, 97, 102]. We focus on the MIA launched
from out-vehicle entities with two goals.
Functional Attacks (MIA-∂): They aim to cause malfunc-
tions on the IVN by injecting attack traffic, such as spoofing,
DoS (Denial of Service), bus-off, and fuzzy attacks, which
do not require the adversary has much knowledge about the
IVN communication protocols [21, 26, 62, 75, 92, 100]. For
instance, by exploiting the vulnerable error-handling scheme
of CAN bus, the adversary can inject specific CAN frames to
disconnect or shutdown the target ECU [28].
State Attacks (MIA-∑): They aim to cause abnormal vehicle
states and motions, such as rollover, side slip, and turning
without any turn signal. Such attacks always require the ad-
versary has rich knowledge of the target vehicles because
he/she needs to inject special messages into IVN to control
the vehicle [14, 15, 58]. For example, by hacking the OBD-II
port, an adversary can make a vehicle rollover by injecting
well prepared messages into IVN to persistently accelerate
while cornering [14, 15, 58]. Also, an adversary can let the
vehicle enter abnormal states by spoofing the sensors (e.g.,
accelerator, GPS, and cameras) [22, 50, 84].
Assumptions: SAID is implemented on the specific hardware
equipped with basic sensors (i.e., gyroscope and accelerom-
eter). We assume both the software and hardware of SAID
are reliable and the DBC file of the IVN is available, which
provides a way to parse the IVN messages [101]. During dy-
namic state estimation, the vehicle is assumed to have planar
motions, and the hardware of SAID locates at the center of
gravity (cg) of the vehicle. The cg does not vary much with
the changes of passengers in the vehicle because the weight of
the passengers is much lighter than that of the vehicle. Since
the vehicle parameters provided by the manufacturers contain
the distances from the front wheel axle and rear wheel axle
to the cg of the vehicle, denoted by l f and lr respectively, we
can determine the cg of the vehicle.

Defense Scenario: SAID defends against the MIAs launched
from out-vehicle entities. Although it does not prevent in-
vehicle ECU/Sensor from transmitting data, it can detect the
anomalies caused by them and also warn the driver. Con-
sequently, if a suspicious/unusual state is controlled by the
driver, SAID will warn the driver about it but not prevent it.

3.2 Defense Approach

To defend against the two types of MIAs, SAID is deployed
between the IVN and the out-vehicle entities. SAID inspects
all incoming data at three layers (i.e., network layer, service
layer, and state layer) because IVN adopts a multi-layer model
with diverse protocols at each layer.

At network layer and service layer, SAID defends against
MIA-∂ through inspecting the incoming CAN frames and di-
agnostic messages, respectively. More precisely, SAID scruti-
nizes the incoming data, including CAN frames and diagnostic
messages, according to the protocol specifications at network
layer and service layer, respectively. Meanwhile, SAID also
detects functional attacks according to the specified detection
rules for these two layers.

At state layer, SAID defends against MIA-∑ by estimating
the vehicle states and parsing the semantics of the incoming
messages. Particularly, for the injected well-formatted mes-
sages, SAID inspects whether they will trigger abnormal vehi-
cle states, including dangerous vehicle motions (e.g., rollover
and slide slip) and abnormal driving behaviors (i.e., opening
doors on the highway and turning off signals during corner-
ing). We estimate the vehicle states leveraging the vehicle
dynamics models and further defend against MIAs using both
rule-based and dynamics-based defense policies.

It is worth noting that vehicle manufacturers usually en-
deavor to enhance the vehicle’s dynamic safety. In the trend of
‘control-by-wire’ and autonomous driving, many prior works
demonstrated attacks that can take control of the vehicle.
Therefore, it is also important to protect the vehicle’s dynamic
states from the cyber-security aspect, and furthermore the dy-
namic safety is also the last line of defense for cyber-security.
Our dynamics-based method focuses on the detection of at-
tack messages that are injected to trigger dangerous dynamic
states, such as the vehicle state of ‘loss of control’. Hence, we
estimate the dynamic states of the vehicle and further utilize
representative indices of the dynamic states to indicate the
dynamic risks.
L1. Network Layer: In IVN (i.e., CAN), all data is transmit-
ted in CAN frames at network layer and thus SAID detects
abnormal CAN frames at this layer according to the poli-
cies derived from the protocol specifications, research pa-
pers, and technical reports. More precisely, SAID first checks
whether the incoming CAN frames have legitimate formats
and are transmitted following the protocol specifications [1].
For the legitimate frames, SAID further inspects whether they
are injected for specific network attacks, such as DoS at-
tacks and fuzzy attacks, according to their transmission pat-



tern [26, 52, 61, 70, 85]. If the CAN frames pass all network
layer detection rules, SAID assembles them into diagnostic
messages following the single-frame or multiple-frame trans-
mission schemes and then delivers them to the service layer
for further inspection.
L2. Service Layer: The service layer involves various diag-
nostic messages to transmit requests and receive responses.
We prepare defense policies according to the protocol speci-
fications (i.e., ISO 15031-5 [7], ISO 14229-1/2/3 [4–6], and
ISO 15765-3/4 [2, 3]), and then apply them to detect attack
messages violating the prescribed formats and transmission
protocols (§5.2). The messages passing the service layer poli-
cies are further inspected at the state layer.
L3. State Layer: At state layer, SAID inspects the incoming
messages considering both their semantics and the vehicle
states. If the incoming message will let the vehicle enter an
abnormal state, SAID will refuse it and raise a warning. The
states estimated by SAID include both the vehicle motions
(e.g., roll, steering, and accelerating/braking) and the status of
the vehicle components (e.g., windows, signals, and doors).

During vehicle state estimation, we continuously retrieve
the context information from onboard sensors and IVN via
the diagnostic services, and leverage them to identify the cur-
rent vehicle motions following the vehicle dynamics models,
including roll dynamics, steering dynamics, and accelerat-
ing/braking dynamics. During defense, we parse the seman-
tics of the incoming message and then determine whether it is
allowed to enter into IVN based on its semantics and the vehi-
cle states. Particularly, if a message will let the vehicle enter
dangerous motions or violate any predefined driving policies,
SAID discards it and raises a warning. For instance, if a mes-
sage will increase steering angle when the vehicle is already in
a dangerous roll state, it will be dropped, and meanwhile, the
driver will be informed of the details with a warning message.
If the messages are gradually injected to cause anomalies not
exceeding thresholds, the dynamics-based defense does not
refuse them because no dynamics-based policy is violated,
but they could be detected by other defense policies (e.g.,
network/service layer defense).

We design the vehicle state estimation algorithms based on
vehicle dynamics models (§4) and construct the state layer
defense policies by surveying the economic driving sugges-
tions [11–13], safe driving requirements [10, 16, 17], as well
as the auto insurance pricing policies [55, 59, 83] (§5.3).
Synergies: The state-aware detection provides state infor-
mation for rule-based (i.e., network and service layer) de-
fense, which makes decisions considering the vehicle states.
Meanwhile, the rule-based defense module extracts message
semantics for state-aware detection, thereby improving its ef-
fectiveness. Also, SAID collects onboard context information
(accelerations and angular velocities) and in-vehicle context
information (speed, steering angles, etc.) for state-aware de-
tection, which uses the context information to estimate the
vehicle dynamic states and further leverage such state infor-
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Figure 2: Vehicle rollover dynamics and axis system.

mation to decide whether the messages that have passed the
network defense policies can be sent to IVN.

4 Vehicle Dynamics Model

We focus on the vehicle dynamics involving roll, steering,
and accelerating/braking, which closely depends on the con-
trol inputs related to throttle, steering wheel angle, and brake,
to detect the relevant attack messages. This section presents
three vehicle dynamics models, including roll dynamics (RD),
steering/yaw dynamics (SD), and accelerating/braking dynam-
ics (BD), as well as the criteria for anomaly detection.

4.1 Roll Dynamics (RD)

The term rollover index is used to indicate the real-time
likelihood of the vehicle to rollover in vehicle roll dynamics.
To defend against the MIAs that cause rollovers, we calculate
the rollover index using the real-time difference in vertical tire
loads between left and right sides of the vehicle [81], which
is also known as vertical load transfer ratio (LT R). The right
subfigure of Fig. 2 shows the vehicle coordinate, where we
use ax, ay, and az to represent the accelerations on the x-axis,
y-axis, and z-axis directions. The left subfigure depicts the
schematic of a vehicle with a sprung mass that undergoes roll
motion, where h, `w, and f denote the height from ground
to the roll center of the vehicle, the track, and the roll angle,
respectively. Eq. (1) is used to calculate the LT R based on the
difference between the vertical tire forces Fzr and Fzl , which
are caused by the roll motion.

LT R =
Fzl �Fzr
Fzl +Fzr

(1)

As shown in Fig. 2, the vertical forces on the left tires
(i.e., Fzl) increase while the vertical forces on the right tires
(i.e., Fzr ) decrease when the vehicle has a positive roll angle
(i.e., f > 0), and hence right tires will lift off the ground
(i.e., Fzl = 0) when f is large. Likewise, if f has a significant
negative value, the left tires will lift off the ground (i.e., Fzr =
0). Consequently, the tire lift-off happens when Fzl = 0 or
Fzr = 0, corresponding to LT R= 1 or LT R=�1, respectively,
and therefore LT R is in range (�1,1) to prevent rollover.

The calculation of LT R is not straightforward because we
cannot obtain Fzl and Fzr directly. Since the left and right
tires are two support points, the vehicle lateral dynamics can
be characterized by Eq. 2 and 3 approximately according to
torque equilibrium. By combining Eq. 1, 2, and 3, LT R can



be calculated through Eq. 4.

Fzr · `w +may ·h · cosf+maz ·
`w
2

· cosf = 0 (2)

Fzl · `w �may ·h · cosf+maz ·
`w
2

· cosf = 0 (3)

LT R =
Fzl �Fzr
Fzl +Fzr

=
2ayh
az`w

(4)

Criterion: For vehicle roll stability and early warning, the
LT R should be kept in a special range. That is, ay and az
should meet the requirement represented by Eq. 5, where
LT Rro is the threshold for safe roll motions, and its default
value is 0.6 according to [56]. Thus, when Eq. 5 is not met,
the vehicle has a high risk of rollover. Moreover, the risk
increases with the increments of vehicle speed va and steering
angle d because ay depends on them. When |LT R| is 1, the
tires of one side will lift off the ground.

����
ay

az

����<
`w
2h

·LT Rro (5)

4.2 Steering (Yaw) Dynamics (SD)

An adversary can cause steering dynamics, such as severe
under/oversteer, during cornering by injecting specific mes-
sages [8]. Particularly, if the wheels of the vehicle begin to
side slip (i.e., loss grip) when cornering, the vehicle is in
understeer or oversteer. In practice, the low under/oversteer
is common and not noticed by the drivers, and the severe
under/oversteer can let feel “loss of vehicle control”. Also,
when severe under/oversteer occurs, the actual tire track will
be obviously different from the driver’s intended track, and
such a state is difficult to correct. Raimondo et al. [82] ana-
lyzed 1,674 accidents in 5 European countries from EACS
(European Accident Causation Survey) and showed that many
accidents causation was identified as “loss of vehicle con-
trol”. In particular, the causation of around 50% of injury
accidents occurring in cornering and around 18% of injury
accidents occurring in straight lines is because the driver loses
control of his/her vehicle, either laterally (i.e., slide slip) or
longitudinally (e.g., wheels are locked during braking).

To defend against such attacks, we leverage steering dynam-
ics to identify the incoming messages that can cause oversteer
or understeer, which is depicted by the right part of Fig. 3.
Specifically, understeer indicates that the required grip ex-
ceeds the traction of the front tires and the vehicle head slides
wide across the ground; Oversteer means that the required
grip exceeds the traction of the rear tires, and the vehicle tail
slides wide.

di = arctan(
L

r� `w
2
) (6)

do = arctan(
L

r+ `w
2
) (7)

The vehicles use the Ackermann steering geometry, and the
front tires are the steering wheels [53]. As shown in the left
part of Fig. 3, during cornering, the front inner tire steers for a

Oversteer

Understeer

ICR

Figure 3: Ackermann steering geometry and under/oversteer.

bigger angle than the front outer tire in order to let the vehicle
rotate around the middle point between the rear tires, and
there exists a common point, called the instantaneous center
of rotation (ICR), lying in the intersection of all tire axes. In
Fig. 3, we use di, do, and d to represent the steering angles
of the front inner tire, the front outer tire, and the vehicle
heading direction, respectively. L and r are the wheelbase and
the turning radius of vehicle, respectively, and `w is the track.

During cornering, the steering angles can be determined by
Eq. 6 and 7. Since L and `w are small compared to r, these two
equations can be approximated by Eq. 8 and 9, and then the
neutral steering angle of the vehicle dneutral can be obtained
by Eq. 10. Note that the neutral steering angle dneutral is the
required steering angle to turn around the ICR if there is no
side tire slip [49]. Understeer occurs if |d|< |dneutral |, where
d is the actual vehicle steering angle and obtained through
dividing the steering wheel angle by steering wheel ratio dw/l.
Inversely, oversteer occurs if |d|> |dneutral |.

di ⇡
L

r� `w
2

(8)

do ⇡
L

r+ `w
2

(9)

dneutral ⇡
di +do

2
⇠=

L
r

(10)

If the cornering speed is constant, the centripetal acceler-
ation ay of the vehicle is calculated by Eq. 11, and we can
further get Eq. 12 by substituting Eq. 10 and 11.

ay =
Vx

2

r
(11)

dneutral ⇡
L ·ay

Vx
2 (12)

Criterion: It is worth noting that small understeer or oversteer
is common. To prevent abnormal steering motions, we regard
the cases when d is larger than 1.2 · |dneutral | and smaller than
0.8 · |dneutral | as severe oversteer and severe understeer, re-
spectively. When severe oversteer occurs, the driver needs
to reduce the throttle or brake as well as the steering wheel
angle, but the driver should not suddenly change the throt-
tle, brake, or steering wheel angle when the understeer oc-
curs [38]. Therefore, the increases of throttle, brake, and steer-
ing wheel angle are abnormal in the oversteer state, and any
quick change of them is abnormal in the understeer state.
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4.3 Accelerating/braking Dynamics (BD)

Tire slip occurs when accelerating and braking, and it rep-
resents the difference between the actual speed at the axle of
the vehicle and the rotational speed of the tire. The total slip
S consists of longitudinal slip and lateral slip [49], denoted
by Sx and Sy, respectively. The total slip ratio s is the vector
sum of longitudinal slip ratio sx and lateral slip ratio sy, as
shown in Eq. 13.

s =
q

s2
x +s2

y (13)

sx denotes the ratio of the difference between the forward ve-
locity of the vehicle Vx and the tire revolution. It is computed
by Eq 14, where ww is the angular velocity of wheel and re f f
is the effective radius of the corresponding free-rolling tire.

sx =

8
>><

>>:

re f f ww �Vx

Vx
accelerating

re f f ww �Vx

re f f ww
breaking

(14)

The lateral slip ratio sy is defined by Eq. 15, where a is the
slip angle of the tire as shown in Fig. 4. For front tires, a f
is equal to the steering angle d minus the front tire velocity
angle qV f (i.e., Eq. 16). For the rear tires, ar is equal to the
negative of qV f (i.e., Eq. 17).

sy =
Vx

re f f ww
tana (15)

a f = d�qV f (16)

ar =�qV f (17)

qV f equals the arctangent of the sum of lateral vehicle speed
Vy and the lateral velocity because the yaw motion of the
vehicle ` f ẏ is divided by the longitudinal vehicle speed Vx.
ẏ is the rate of change of orientation of the vehicle, and it
approximately equals the z-axis angular velocity (i.e., ẏ⇡wz).
` f is the distances of front wheel axle to the cg. Consequently,
qV f can be approximated using small angle approximations
as following

qV f =
Vy + ` f ẏ

Vx
(18)

Since the change of Vx during accelerating/braking approx-
imates to the integral of longitudinal acceleration over time,
we can obtain Vx using Eq. 19-20, where P is the frequency of
reading data from onboard sensors, V̂x and V̂y are the x-axis
speed and y-axis at the beginning of accelerating or braking.

V̂x +
Z t

0
ax ·dt = V̂x +Âax ·

1
P

(19)
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Figure 5: The vehicle dynamics state estimation approach.

V̂y +
Z t

0
ay ·dt = V̂y +Âay ·

1
P

(20)

Consequently, we obtain s through Eq. 14-18 and the data
from IVN, onboard sensors, and the vehicle specifications.
Criterion: The tire force is proportional to the slip ratio when
the slip ratio is small and inverse proportional to the slip
ratio when the slip ratio increases [81]. Literature suggests
the maximum force of a tire happens when the s is between
0.1 to 0.2 [81, 91], and our simulations also show 0.2 gives
the best performance. Therefore, we set the threshold of the
tire slip ratio to 0.2, and any incoming message causing s to
exceed it will be rejected as an anomaly. Note that if s is 1,
it means the tire is completely held still and locked, in other
words, the tire loses traction.

4.4 Dynamic State Estimation

Both in-vehicle and onboard context information is re-
quired to estimate the dynamic vehicle states.
In-vehicle Information Collection: We collect the in-vehicle
information using the diagnostic services. Specifically, we
construct and send diagnostic requests to the IVN and parse
the replied diagnostic responses based on the DBC file, which
describes how to decode the fields in diagnostic messages.
Onboard Information Collection: Although, for some vehi-
cles, the gyroscope and accelerator information can be re-
trieved from the IVN, SAID reads such information from the
onboard sensors because of two major reasons. First, the vehi-
cle sensors can be compromised by the adversary potentially.
Second, if using in-vehicle data, an active non-default (i.e.,
extended Diagnostic Session [5]) diagnostic session needs
to be maintained for retrieving the gyroscope and accelerator
information all the time, which can impact the normal diag-
nostic sessions between the in-vehicle ECUs and the OBD
dongles. By contrast, the onboard sensors provide gyroscope
and accelerator information directly and timely. Moreover,
such onboard sensor data can be used to verify the data re-
trieved from the IVN for anomaly detection. For instance, if
malfunctions occur in the IVN sensors (e.g., lateral and verti-
cal acceleration from onboard sensors), we can identify such
errors based on the onboard sensor data.
Data Preprocessing: As onboard sensors may be affected by
some environmental factors, e.g., placement of sensors and
vibration, we preprocess the sensor data through the following



Table 1: The summary of the context data and vehicle parameters
that are used in this paper.

Data source Symbol Semantics

In-vehicle

Vx/Vy the x/y-axis velocities of the vehicle (m/s)
a0x, a0y, a0z the x/y/z-axis vehicle accelerations (m/s2)⇤

w0
x, w0

y, w0
z the x/y/z-axis angular velocities (rad/s)⇤

dw the steering wheel (degree)
wrpm the engine speed (RPM)

u the gear position of the vehicle engine

Onboard ax, ay, az the x/y/z-axis vehicle accelerations (m/s2)
wx, wy, wz the x/y/z-axis angular velocities (rad/s)

Vehicle
Specification

` f , `r the distances of front/real wheel axle to the cg
L, `w the wheelbase and wheel track of vehicle (m)

m the weight of vehicle (kg)
l the steering wheel ratio

⇤ Not all vehicles provide these in-vehicle sensor data.

steps to make SAID resilient to such environmental factors.
S-∂ Coordinate Calibration: We transform coordinate cal-
ibration into a linear optimization problem and derive the
optimal rotation matrix to align the coordinate of the onboard
sensors with vehicle coordinate. We build the accurate coor-
dinate calibration using the algorithm described in [86].
S-∑ Data Denoising: We employ Kalman Filter [25, 95] to
filter out the noise of the sensor readings, which are incurred
by device vibration and sensor sensitivity.
S-∏ Bias Elimination: We centralize the onboard sensor read-
ings by subtracting their average value when the vehicle stops.
In this way, we eliminate the deviations.

We do not use the state estimation based on computer vi-
sion because they require powerful computation resources
and their accuracy depends on visibility [27]. For example,
they may be affected by environment, such as weather and
light. Since the GNSS (Global Navigation Satellite System)
information is neither always available nor timely [68], espe-
cially when the vehicle runs in the urban area, we read the
speed information from IVN instead of the onboard sensors.
In addition, the onboard sensor data can also help to verify
the corresponding data retrieved from the IVN.
Vehicle Motion Estimation: As shown in Fig. 5, we obtain
the required information from three sources, including in-
vehicle network, onboard sensors, and specifications, which
are summarized in Table 1. Furthermore, we apply the dynam-
ics models RD (§4.1), SD (§4.2), and BD (§4.3) to estimate the
dynamic vehicle states, including roll states, yaw (steering)
states, and tire slip states. Afterward, SAID checks whether
the incoming message will cause abnormal dynamic states
based on the estimated dynamic states, and the estimation
details are presented in §5.3.

5 Injection Attack Defense

Injection attacks against the vehicle can be launched at all lay-
ers. For example, the adversary can inject high-priority CAN
frames to launch DoS attacks at network layer or diagnostic
requests with various parameters to conduct the fuzzy attack
at the service layer [45, 54]. Therefore, to prevent injection

attacks, SAID analyzes the incoming traffic at multiple layers,
including network layer, service layer, and state layer.

5.1 Network Layer Defense

For many vehicles, such as Ford Escape [64] and Jeep
Cherokee [66], the CAN frames can be directly injected into
IVN through OBD-II port [45, 54], and thus the adversary can
launch injection attacks on the IVN by sending CAN frames
directly. To defend against the network layer injection attacks,
SAID detects the injected abnormal CAN frames according to
two major types of policies, which are related to the formats
of CAN frames and the patterns of attack traffic, respectively.
In particular, at this layer, we build 88 defense policies.

5.2 Service Layer Defense

At the service layer, we focus on detecting the diagnostic
messages that violate the specifications of the diagnostic ser-
vices, which specify both the diagnostic messages and the
diagnostic sessions. Currently, SAID supports three types of
diagnostic services (i.e., OBD, UDS, and KWP2000).

The diagnostic session is the basis of the communication
between OBD-II port and in-vehicle ECUs, and the target ECU
is in a specific diagnostic status during diagnosing. Given a
diagnostic message, SAID first checks its format according
to the defense policies derived from the specifications [2, 4,
5, 7]. If the diagnostic message’s format contains errors, it
is abnormal and dropped by SAID. This layer contains 504
default defense policies and also supports customized settings.

5.3 State Layer Defense

Since MIAs can be launched to cause abnormal driving
states, SAID needs to determine the purposes (i.e., functional-
ities) of the diagnostic requests to prevent them from causing
abnormal driving states. Currently, SAID prevents abnormal
vehicle motions and states by leveraging the vehicle dynamics
models (i.e., dynamics-based defense) and the rules extracted
from safe/eco driving requirements and auto insurance poli-
cies (i.e., rule-based defense).
Dynamics-based Defense: Based on the dynamics models
presented in §4, we propose 18 defense policies to prevent
the MIAs that aim at causing abnormal vehicle motions. For
instance, with policy D18, SAID drops the message that in-
creases the steering wheel angle when the vehicle is in a risky
tire slip state that is determined using the BD model.
Rule-based Defense: We summarize 37 abnormal states ac-
cording to the safe driving rules [10, 16–18], the economic
driving suggestions [11–13], and the auto insurance pricing
policies [47, 55, 59, 83]. For instance, if an incoming message
will turn on the turn signal when the vehicle runs straight,
it is abnormal and dropped. We design 337 defense policies
to defend against the injection attacks that potentially cause
abnormal driving states.
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Figure 6: The topology of the testbed and robotic cars.

6 Evaluation

We implement a prototype of SAID on an iMx.6 board ex-
tended with sensors and two OBD-II ports, running an An-
droid operating system, and the backend services run on the
server, through which the users can update the defense rules.
For the evaluation, we also implement a customized OBD-II
dongle to collect CAN messages from real vehicles and in-
ject CAN messages. As shown in Fig. 6, besides simulating
various driving scenarios, we design experiments on the real
vehicles, robotic cars, and testbed to evaluate SAID.
Simulation: To evaluate our dynamics-based state estimation
and attack defense approaches, we use the professional ve-
hicle simulator CarSim [63] to simulate various abnormal
vehicle motions, including rollover, under/oversteer, and ac-
celerating/braking, which are caused by injecting the mes-
sages related to throttle, steering wheel, and brake pedal, due
to the ethics and safety considerations. We also evaluate the
impacts of the model configurations (i.e., thresholds) on the
performance of anomaly detection. More defense evaluations
are presented in Appendix-A.1.
Robotic Cars: We also use three robotic cars (i.e., NanoCar,
JetRacer Pro, and Scout Mini) to evaluate the performance
of dynamics-based defense. It is worth noting that the scaled-
down robotic cars have various differences from the real pas-
senger vehicles, for example, these robotic cars have no brake,
as well as smaller sizes and motion ranges. Consequently,
they are more prone to environmental disturbance than a real
passenger car. During the evaluation, we add extra loads to
the robotic cars to make them more like real cars.
Real Vehicles: We conduct evaluations on seven real vehi-
cles in total. First, we collect over 600 km real road IVN
and diagnostic traffic from two real cars, a Skoda Octavia
and a Volkswagen Lavida, driven by three drivers with video
recording. The real-vehicle traffic is replayed on the testbed
for evaluations in §6.2.2 and §6.3. We also evaluate SAID by
launching functional service layer attacks on five additional
cars, including Audi A4, BMW 523LI, Toyota Corolla HV,
Nissan Teana, and Volkswagen Passat, and more details are
presented in §6.2.2.
Testbed: We design and implement a vehicle testbed, named
VCar, for evaluating SAID. It can replay the real-vehicle traffic
and meanwhile play the recorded video in real-time. The
topology of our testbed is shown in Fig. 6, where the vehicle
is emulated by VCar and the PoC (proof-of-concept) attacks

are launched by another laptop (i.e., Adversary). In other
words, we mimic the adversary to launch attacks against the
vehicle by injecting special data.

We evaluate SAID by answering four research questions.
• RQ1: Can SAID correctly estimate vehicle states before

anomalies occur based on the vehicle dynamics models?
• RQ2: Can SAID effectively detect and prevent the state

attacks (MIA-∂) by dropping attack messages?
• RQ3: Can SAID effectively detect and prevent the func-

tional attacks (MIA-∑) by filtering out the attack data?
• RQ4: How is the additional data transmission latency intro-

duced by SAID?

6.1 Abnormal Dynamic State Detection

We evaluate whether SAID can correctly estimate the dy-
namic vehicle states before the anomalies (i.e., rollover and
severe side slip) occur by simulating three major types of ve-
hicle motions, including cornering, accelerating, and braking,
using CarSim.
6.1.1 Roll-based Anomaly Detection: To evaluate whether
SAID can correctly estimate the abnormal roll states, as shown
in Fig. 7, we simulate various rollover motions, which are
caused by different reasons, including steering angle, throttle
inputs (acceleration), and brake pedal inputs (deceleration).

In Fig. 7(a), the rollover accident is due to the abnormal
steering angle inputs. At the beginning, the vehicle is run-
ning at a stable speed of 80 km/h. From 3s, the diagnostic
messages are injected to increase the steering wheel angle
(left rotation is positive). Then the diagnostic messages are
injected to decrease the steering wheel angle suddenly. As a
result, the actual LT R exceeds LT Rro from around 4.5s and
further increases to around 1 at 7s. Note that LT R = 1 means
the weight of the vehicle is fully transferred to the tires of one
side and rollover may happen. In Fig. 7(b), from 3 s, the spe-
cific diagnostic messages (i.e., attack messages) are injected
to increase the throttle from 0 to 1 and so that the vehicle
speed is accelerated continuously, and then LT R exceeds 1 at
around 18s. In Fig. 7(c) and Fig. 7(d), the specific diagnostic
messages (i.e., attack messages) are injected to increase and
decrease the brake pressure (pedal position) from 3s, and thus
the vehicle speed increases and decreases correspondingly.
Then LT R exceeds 1 at 4.5s in Fig. 7(c) and 3.5s in Fig. 7(d)
due to the injected brake pressure in/decrease messages.

In addition, from Fig. 7, we can see that all abnormal vehi-
cle states are correctly and timely detected by SAID before
the rollovers occur using the RD model in §4.1.

We further evaluate the RD model with various threshold
settings. As shown in Fig. 7(e), four rollover scenarios are sim-
ulated by continually accelerating the vehicles at full throttle
under the constant steering angles of 0.83�, 1.67�, 3.33� and
5�, respectively. Meanwhile, the LT R increases as the vehicle
speed grows until rollover occurs. The experimental results
show that LT R rises rapidly after 0.2 and starts oscillating
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(c) Brake (Increase)
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(d) Brake (Decrease)
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(e) Threshold Sensitivity
Figure 7: The perception of rollover due to the injected messages of changing steering angle, throttle, and brake, as well as the simulated four
rollover scenarios. The red circles (i.e., LT R = 1) in the left four figures indicate the tires of one slide are off the ground. In initial state: (a)
dw = 0�, in (b-d) dw = 55�. The black boxes (right figure) indicate the periods of unstable vehicle states.
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(c) Throttle

Figure 8: The perception of under/oversteer due to the injected
messages that change steering angle, throttle, and brake. In the initial
state, the dw are (a) (b) and (c) are 8�, 95� and 20�, the vehicle speed
of (a) (b) and (c) are 60, 80 and 80 km/h, and road friction coefficient
is 0.5. The red boxes indicate severe abnormal under/oversteer.

after 0.6, indicating that the vehicle is in an unstable state
(annotated by the black boxes), and then rollover occurs after
5.0s, 1.7s, 0.8s, and 0.7s in these four scenarios, respectively.
Hence, we set the default threshold of LT R to 0.6 consider-
ing both the unnecessary warnings and reaction time. SAID
also allows users to set customized thresholds for their own
vehicles. This default threshold (i.e., 0.6) is also used by the
existing vehicle safety studies [36, 56].
6.1.2 Steering-based Anomaly Detection: In this experi-
ment, we evaluate if SAID can detect abnormal steering mo-
tions before severe anomalies occur (e.g., under/oversteer).
As shown in Fig. 8(a), there are diagnostic messages injected
to change d to 0.13 rad (dw = 150�) from 3s. Thus, it will
let the vehicle enter a severe under/oversteer state, if we con-
sider the states that the ratio of the actual steering angle d and
the neutral steering angel dneutral is greater than a threshold
(i.e., d/dneutral > 1.2) as anomalies. Similarly, if we inject
messages to change the brake pressure and throttle position,
the vehicle also enters severe abnormal steering states, which
are shown in Fig. 8(b) and Fig. 8(c), respectively. From state
estimation results shown in Fig. 8, we can see that SAID
can detect the abnormal under/oversteer states before severe
anomalies occur by leveraging the SD model in §4.2.

To evaluate the impacts of various thresholds on the detec-
tion of abnormal steering states, we simulate the over/under-
steering motions under different settings (i.e., steering angle
and speed). More precisely, in this test, we evaluate the actual
values of the turn radius (r) and d/dneutral when the vehi-
cle moves under constant steering angles and speeds. Note
that the theoretical turn radius for setting steering angles,
d = 1.67�, 5�, and 7�, are 100 m, 33.3 m, and 23.8 m, respec-
tively, and the actual results are shown in Table 2. Note that,

Table 2: The actual turn radius of a vehicle when it turns under
various constant steering angle r and speed settings. Turning radius
r of various threshold setting for the yaw model, d = 1.67�, 5�, and
7�, the theoretical turn radius are 100.0 m, 33.3 m, and 23.8 m,
respectively. ‘Na’ indicates the vehicle is already in an unstable state
and cannot turn in a constant radius.

Steering angle Speed (km/h) 10.0 20.0 30.0 40.0 50.0 70.0 100.0 �110.0

1.67� r (m) 103.3 105.5 110.4 118.3 127.3 146.5 164.6 Na
d/dneutral 1.0 1.1 1.1 1.2 1.3 1.5 1.6 Na

5� r (m) 34.4 35.4 37.0 38.8 39.5 Na Na Na
d/dneutral 1.0 1.1 1.1 1.2 1.2 Na Na Na

7� r (m) 24.6 25.4 26.3 26.9 Na Na Na Na
d/dneutral 1.0 1.1 1.1 1.2 Na Na Na Na

at low vehicle speed and a small steering angle, e.g., below
10km/h and 1.67�, the vehicle has a small slide slip, close to
neutral steering, and hence d/dneutral is close to 1. Conversely,
if d/dneutral is greater than a threshold, side slip happens. The
simulation results shown in Table 2 indicate that the vehicle
enters into an unstable state easily when d/dneutral is greater
than 1.2, and thus we set the threshold of d/dneutral to 1.2
for the SD model by default. Due to the vehicle diversity and
customized requirements, such as different types of vehicles
or different operation conditions, the users can set a proper
threshold when deploying SAID.
6.1.3 Accelerating/braking-based Anomaly Detection:

We first demonstrate the impacts of threshold settings on
abnormal detection performance. Since abnormal accelerat-
ing/braking motions can cause severe anomalies, we evaluate
whether SAID can detect them by leveraging the BD models
(cf. §4.3). Particularly, we simulate the side tire slips due to
various injected messages related to throttle, brake pedal, and
steering wheel angle.

We demonstrate the impacts of threshold settings of BD on
the defense performances with various brake distance tests.
The brake distance test is a simple but representative test to
evaluate braking stability. In this experiment, we simulated
the brake distances required under different road friction co-
efficients µ and slip ratio s threshold settings (i.e., 0.05, 0.1,
0.2, 0.3, 0.5, 0.7, and 1.0) when the abnormal messages are
injected to maximum brake force. The results are summarized
in Table 3. Note that, when the slip ratio is 1.0, the tire is
locked. From the simulation results, we can find, for every µ
setting, the required brake distance first decreases with the s
threshold setting and then increases with it. The results also
demonstrate that the shortest brake distance is required when



Table 3: The brake distances (m) of various parameters settings
(i.e., the road friction coefficients µ and the thresholds of s) for the
accelerating/braking model.

Deceleration
(km/h) µ Thresholds

s = 0.05 s = 0.1 s = 0.2 s = 0.3 s = 0.5 s = 0.7 Brake lock

100 - 0
0.9 99.3 76.6 40.4 42.3 46.8 48.1 52.8
0.6 110.2 89.5 61.8 70.2 72.2 73.9 77.8
0.3 156.3 142.7 141.8 146.8 150.0 151.0 151.8

80 - 0
0.9 62.7 52.2 26.1 27.1 30.0 30.8 32.8
0.6 68.2 59.6 40.5 45.1 46.5 47.6 49.1
0.3 99.0 93.9 92.2 94.9 97.0 97.6 97.6

60 - 0
0.9 35.1 32.3 15.2 15.3 16.8 17.3 19.4
0.6 38.2 36.3 22.6 25.4 26.2 26.8 28.6
0.3 54.9 54.1 52.0 53.8 55.0 55.3 55.8

40 - 0
0.9 16.0 16.0 7.1 7.0 7.4 7.7 8.8
0.6 17.0 17.0 10.4 11.3 11.7 12.0 12.9
0.3 24.7 24.8 23.4 24.2 24.6 24.8 25

20 - 0
0.9 4.1 4.2 2.2 2.0 1.9 1.9 2.3
0.6 4.4 4.4 2.9 2.9 2.9 3.0 3.4
0.3 6.6 6.5 6.0 6.1 6.2 6.2 6.4
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Figure 9: The perception of side tire slip due to the injected mes-
sages that change steering angle, throttle, and brake (the initial vehi-
cle speed for (a) (b) and (c) are 160, 80 and 80 km/h). The red boxes
indicate severe abnormal side tire slip motions.

the s threshold is set to around 0.2, which corresponds to the
general cases that the maximum friction generated when the
slip ratio is between 0.1 and 0.2 [35, 37, 49]. Consequently,
we also set the threshold of the slip ratio s to 0.2 by default.

Fig. 9 shows the changes of the slip ratio s when MIAs are
launched through injecting messages to change the steering
angle, brake pressure, and throttle position, respectively. The
red boxes indicate severe abnormal slide tire slips occur. As
shown in Fig. 9(b), when the tire is held still and locked
completely, s equals 1, obviously exceeding the threshold.
Hence, based on the BD model in §4.3, SAID can correctly
and timely capture the abnormal tire slip states when such
MIAs are launched, indicating SAID can effectively detect the
MIAs launched to cause abnormal dynamic states based on
the dynamics-based models.

Answer to RQ1: By leveraging the vehicle dynamics mod-
els, SAID can correctly and timely identify the abnormal
vehicle states, including roll, yaw, and accelerating/braking,
before severe anomalies (i.e., rollover, abnormal steering
angle, and side tire slip).

6.2 State Attack Defense

In this section, we use simulations, testbed, robotic cars,
and real vehicles to evaluate whether SAID can identify the
state layer injection attacks based on both the dynamics-based
and rule-based policies presented in §5.3.

Table 4: Result of estimating rollover likelihood of NanoCar using
LT R and defense against MIAs launched by increasing Vx.

Vx 0.2 m/s 0.4 m/s 0.6 m/s 0.8 m/s 1 m/s

d
Defense No Yes No Yes No Yes No Yes No Yes

5.7� 0.02 0.02 0.04 0.04 0.17 0.17 0.30 0.30 0.48 0.48
11.5� 0.04 0.04 0.15 0.15 0.35 0.35 0.64 0.60 1.01 0.61
17� 0.06 0.06 0.23 0.22 0.52 0.51 0.96 0.60 1.31 0.59

Table 5: Result of estimating rollover likelihood of NanoCar using
LT R and defense against MIAs launched by increasing d.

d 5.7� 8.6� 11.5� 14.3� 17�

Vx

Defense No Yes No Yes No Yes No Yes No Yes

0.2 m/s 0.02 0.02 0.03 0.03 0.04 0.04 0.05 0.05 0.06 0.06
0.6 m/s 0.17 0.17 0.26 0.26 0.35 0.35 0.43 0.43 0.52 0.52
1 m/s 0.48 0.49 0.76 0.64 0.97 0.61 1.11 0.60 1.21 0.62

6.2.1 Dynamics-based Defense: We evaluate the dynamics-
based defense through both simulations and robotic cars.
Simulation: When the dynamics-based defense is enabled,
the simulation results of the rollover, under/oversteer, and
slide tire slip show all the abnormal dynamic states detected
in §6.1 are prevented.
Robotic Cars: We also applied the dynamics-based defense
to various robotic cars for evaluation.

To evaluate the RD-based defense, we conduct experiments
by injecting specific messages (i.e., control commands) into
the three robotic cars to continuously increase the steering
angle or the speed, which will lead to a high risk of rollover.
Table 4 and 5 show the defense results when continuous
messages/commands are injected into NanoCar to increase its
speed Vx and steering angle d, and the results include both the
LT Rs measured when defense function is disabled (i.e., “No”)
and enabled (“Yes”). For example, if an adversary launches
a rollover attack by injecting messages to increase the car’s
speed to 1 m/s when the robotic car runs at the constant
steering angle 17�, the RD-based defense can effectively detect
such an attack when LT R researches the threshold (i.e., 0.6)
and prevent the rollover accidents by discarding the injected
commands and preventing LT R from exceeding the threshold,
i.e., LT R equals 0.59.

The experiments on JetRacer and Scout Mini achieve simi-
lar results, and we just present the detailed evaluation results
of NanoCar due to the page limitation. Consequently, the
evaluation results of robotic cars show our RD-based defense
can effectively and timely identify the injected abnormal mes-
sages and further discard them to keep the vehicle safe.

We also evaluate the SD-based defense by injecting mes-
sages into the robotic cars to continuously increase the steer-
ing angles or speed, which can cause abnormal under/over-
steering dynamics during cornering. When SD-based defense
is enabled, SAID defends against such attacks according to
d/dneutral , of which the larger values indicate the higher risks
of slide slip. Table 6 and 7 show the results of defending
against the attacks on NanoCar, which are launched by in-
jecting messages to increase the speed Vx and the steering
angler d, respectively. From the results, we can find if the de-



Table 6: Result of estimating yaw stability of NanoCar using
d/dneutral against the MIAs launched by increasing Vx.

Vx 0.2 m/s 0.4 m/s 0.6 m/s 0.8 m/s 1 m/s

d
Defense No Yes No Yes No Yes No Yes No Yes

5.7� 0.99 1.02 1.01 1.00 0.99 1.00 0.99 0.98 0.98 0.99
11.5� 1.00 1.00 1.00 1.00 1.01 1.00 1.03 1.02 1.08 1.08
17� 1.04 1.05 1.05 1.05 1.04 1.04 1.07 1.07 1.30 1.20

Table 7: Result of estimating yaw stability of NanoCar using
d/dneutral against the MIAs launched by increasing d.

d 5.7� 8.6� 11.5� 14.3� 17�

Vx (m/s)
Defense No Yes No Yes No Yes No Yes No Yes

0.2 m/s 1.00 1.00 1.00 0.99 1.00 1.00 0.99 0.98 1.02 1.03
0.6 m/s 0.99 0.99 0.99 1.00 0.99 1.00 1.03 1.03 1.03 1.03
1 m/s 0.98 0.98 1.00 0.99 1.08 1.08 1.20 1.19 1.29 1.19

fense function is enabled (i.e., “Yes”), all abnormal dynamic
states are prevented, i.e., no d/dneutral exceeds 1.2, which is
threshold specified in this experiment, indicating the SD-based
defense can effectively prevent side slip attacks. For example,
when the adversary continuously increases the speed under
a steering angle of 17�, NanoCar enters into a severe slide
slip dynamics (d/dneutral = 1.30) if SD-based defense is dis-
abled, otherwise it is still in a safe state, namely d/dneutral is
still around 1.20.
6.2.2 Rule-based Abnormal State Defense: In this experi-
ment, we evaluate SAID in both testbed and real vehicles. For
the evaluations in the testbed, we launch MIAs by injecting
attack messages to trigger abnormal states and meanwhile re-
playing the real road data. For the evaluations in real vehicles,
we inject various diagnostic messages to trigger abnormal
behaviors/functionalities.
Testbed: We instruct the “adversary” (Fig. 6) to dynamically
send diagnostic requests to change the driving states when
replaying the captured in-vehicle and onboard context data.
The replayed data include 33,293 diagnostic messages and
30,654 tuples of sensor data. Meanwhile, 3,329 diagnostic
requests are issued to change the driving states (e.g., open and
close windows) or ECU statuses (e.g., update firmware, write
data, and clear fault code). For instance, we send diagnostic
requests to turn off the turn signal during cornering and mod-
ify the ECU configurations during running. Thus abnormal
vehicle states are caused.

We also adopt various strategies to modify the parame-
ters of normal diagnostic requests to cause abnormal vehicle
states, including bit transform, value amplification, etc. For
instance, the vehicle speed of real road data is below 70 km/h,
which is always normal, but it exceeds 120 km/h after amplifi-
cation and thus will violate specific speed related rules during
replay. The experimental results show that all diagnostic re-
quests, which can cause abnormal driving states, are dropped
by SAID, and 87 state layer defense policies are hit (118 in
total). All dropped messages are manually verified based on
the recorded traffic.
Real Vehicles: We also deploy SAID on the seven rental cars

Table 8: The FN and FP of the dynamics-based defenses.

Dynamics

Model

LTR Understeer/oversteer Slip

Threshold FN FP Threshold FN FP Threshold FN FP

Rate under
specific

threshold

0.4 1.7% 0 1 0.17% 0 0.1 2.3% 0
0.5 2.1% 0 1.1 1.1% 0 0.2 4.5 0
0.6 4.6% 0 1.2 3.4% 0 0.3 7.1% 0
0.7 10.4% 0 1.3 64.7% 0 0.4 13.8% 0

and use an OBD-II dongle to inject attack messages. Due to
the safety consideration, all the target functionalities are not
safety-sensitive, including door, window, light, mirror, wipers,
and speaker related operations, and the cars keep static with
handbrake during message injection. The results show that all
the injected messages are identified by SAID timely, and, if
we assume the car runs on a special road, SAID also discards
all the injected messages that can cause abnormal states. For
instance, if we assume the cars run on a highway, i.e., speed
is 80 km/h, all the messages, injected to open windows and
doors, are discarded. Therefore, the results indicate that SAID
can be deployed to real vehicles to defend against the MIAs
and prevent abnormal vehicle states.
6.2.3 Detection Rate: We evaluate the detection rate, in-
cluding FN (False Negative) and FP (False Positives), of the
dynamics-based defenses with various threshold configura-
tions. From the results shown in Table 8 (the default thresh-
olds are underlined), we can see that, for all models, the FN
rises as the threshold increases, and meanwhile, the FNs under
default thresholds (i.e., the underlined values) are all below
5%. Meanwhile, SAID has no FP because no injected normal
control message causes the vehicle dynamic to exceed the
thresholds. Note that the FN also depends on the message
injection patterns, more messages injected before the vehicle
dynamics exceeds the threshold will result in a higher FN
rate. We also evaluate FP using the messages collected from
the real vehicles, containing no abnormal messages, and the
result shows SAID detects no FP.

Answer to RQ2: Based on our state estimation approaches
and defense policies, SAID can effectively defend against
the MIAs that can cause abnormal vehicle states.

6.3 Functional Attack Defense

We evaluate the defense capacity of SAID at network and
service layers by injecting abnormal CAN frames and diag-
nostic messages, respectively, when replaying real road data.
6.3.1 Network Layer Defense: Since the OBD-II port con-
nects to IVN directly or through the gateway, the adversary can
attack IVN by injecting well-prepared CAN frames through
the OBD-II port. In this experiment, we instruct the OBD-II
dongle to launch four types of attacks against the emulated
car (VCar in Fig. 6), including replay attack, bus-off attack,
fuzzy attack, and DoS attack, and evaluate whether SAID can
identify such attack frames correctly and efficiently. Mean-
while, we instruct VCar to record all frames received from
the internal OBD-II port and then check whether the attack
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Figure 10: Distribution and detection rate of the launched
diagnostic traffic (i.e., diagnostic messages).

frames are discarded by comparing the frames recorded with
and without SAID deployed.

The experiment results show that all attack frames are fil-
tered out by SAID at the network layer. More precisely, the
frames injected for replay and bus-off attacks are dropped ac-
cording to the CAN ID rules, because the CAN IDs belonging
to [0x0,700) are only used by in-vehicle ECUs [3, 39, 90].
Thus, if the frames injected through the OBD-II port con-
tain such CAN IDs, they are abnormal and dropped by SAID.
During the fuzzy attack, 86.30% injected CAN frames are
discarded according to the CAN IDs, and 11.87% injected
frames are dropped due to the unmatched diagnostic sessions.
Moreover, 1.83% of malicious CAN frames are filtered out
due to the high transmission frequency. During the DoS at-
tack, 87.16% and 12.84% of the injected frames are dropped
according to their CAN IDs and frequency, respectively.
6.3.2 Service Layer Defense: To evaluate whether SAID
can effectively identify the injected abnormal diagnostic mes-
sages according to the defense policies, we randomly inject
diagnostic messages and change the contents of the replayed
diagnostic messages on the testbed (i.e., Fig. 6). Meanwhile,
we record the diagnostic messages on both VCar and Adver-
sary sides. Then, we evaluate the defense performance of
SAID by comparing the traffic recorded on both sides.

In this experiment, around one million diagnostic messages
are sent to VCar with SAID, including 188,203 (18.82%) ab-
normal messages and 811,801 (81.18%) normal messages.
The message distribution is shown on the left-hand side of
Fig. 10, and the right-hand side of Fig. 10 shows the detec-
tion rates of the abnormal diagnostic messages. The exper-
iment results show that apart from the fuzzy attack traffic,
of which 99.1% are detected, all other types of attack traffic
are detected. The fuzzy attacks trigger a larger number of
negative diagnostic responses, and thus SAID detects such at-
tacks according to the frequency of negative responses, which
is under the specified threshold at the beginning of fuzzy
attacks. Therefore, SAID does not identify the injected mali-
cious messages at the beginning of fuzzy attacks, leading the
false positives (0.9%). Such missed frames do not endanger
the vehicle and will be discarded in IVN because only a few
frames are injected and also cannot be processed by IVN.

We also compare SAID with the existing vehicle IDSs and
the results are presented in Appendix-A.2.
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Figure 11: The overhead of SAID.

Answer to RQ3: The experimental results show that SAID
can efficiently identify the abnormal driving states and pre-
vent the MIAs from affecting the vehicles, thus outperform-
ing existing IDSs.

6.4 Overhead

SAID inspects CAN frames and diagnostic messages at
three layers, and meanwhile, additional latency will be in-
curred to both the CAN frames and diagnostic messages. To
measure the incurred latency, we run SAID with CAN frame
related rules, diagnostic message related rules, and overall
rules enabled, respectively. Meanwhile, we measure the gaps
between the timestamps when the frames and messages are
captured at the external OBD-II port of SAID and the internal
OBD-II port as the incurred latency.

Taking the latency incurred by SAID without any defense
policy as the baseline, and then the other latency incurred with
different configurations is shown in Fig. 11. Compared with
the baseline, SAID incurs around 10 us to the CAN frames
and negligible latency to the diagnostic messages. Note that
the diagnostic messages can be divided into single frames and
multiple frames. Because the latency of the messages based
on a single frame is the same as that of the common CAN
frames, we just show the latency of the messages depending
on multiple CAN frames in this experiment.

Answer to RQ4: SAID just incurs around 10 us and negli-
gible additional latency to the network and diagnostic data
transmission respectively and is acceptable because the
max bit speed of CAN is up to 1 Mbit/s [40].

7 Discussion and Future Work

In this paper, we propose SAID to defend against the MIAs
launched from out-vehicle entities. That is, when an abnor-
mal dynamic state is identified, SAID can either filter out the
causing incoming messages or just warn the driver according
to the causes of such a state. Particularly, if an incoming mes-
sage from out-vehicle entities (e.g., OBD-II dongle) will let
the vehicle enter abnormal maneuvers/states, SAID will reject
it. However, it does not prevent any in-vehicle ECU/sensor
from transmitting data and just warns the driver of the identi-
fied anomalies. Consequently, if a suspicious/unusual state is



controlled by the driver, SAID just informs the driver.
Moreover, if the messages are gradually injected to cause

anomalies not exceeding thresholds, the dynamics-based de-
fense does not stop them because no dynamics-based defense
is validated, but they can be detected by other defense policies
(e.g., network/rule-based defense). In this paper, we propose
to apply the dynamics-based defense to prevent injected mes-
sages from putting the vehicle in danger, and such defense can
be regarded as the last line to protect vehicles from physical
crashes when abnormal data is injected. In the future, we will
extend SAID to prevent the anomalies caused by in-vehicle
messages and provide defense suggestions.

Currently, we just leverage the explicit and common rela-
tionship among the data collected from different layers for
attack defense. In future work, we will mine the implicit
and vehicle-specific relationships between the vehicle states
and the network/service layer traffic for defense. Also, SAID
mainly focuses on the known vehicle states and motions cur-
rently, and we will leverage machine learning to detect un-
known anomalies by combining multiple-layer information.

In addition, in this paper, we assume both software and
hardware of SAID are reliable. Due to the centralized na-
ture of SAID, we will use hardware security components and
visualization techniques to improve its security in practice.

8 Related Work

Vehicular State-Aware Defense: The statistical features of
CAN traffic have been used to detect abnormal IVN behav-
iors [64, 70–72]. For example, Müter et al. used the patterns
(e.g., frequency, consistency, and correlation) of CAN mes-
sages to detect abnormal behaviors [71]. Then, an entropy-
based approach was proposed to detect intrusions by measur-
ing the entropy of CAN messages [70]. Miller et al. detected
the suspicious IVN behaviors based on the distributions of
intervals between CAN messages [64]. Narayanan et al. ap-
plied the Hidden Markov Model to predict abnormal IVN
states based on specific in-vehicle information [72].
Physical State-Aware Defense: The physical control invari-
ant has been used to detect vehicular misbehaviors [31, 32,
79]. For instance, Cho et al. proposed to detect vehicle misbe-
haviors by comparing the real-time brake data with a norm
braking control model [31]. Afterward, Choi et al. applied
the control-invariant models to detecting the attacks against
robotic vehicles [32]. Then the framework SAVIOR leveraged
robust physical invariant to detecting and preventing signal
injection attacks [79]. Although SAID detects anomalies by
using models different from these works, its dynamics-based
defense also relies on the robust physical/dynamic invariant.
Machine Learning based Defense: The machine learning
models have been used to detect the injected IVN data. Olu-
fowobi et al. applied the adaptive cumulative sum algorithm to
detecting statistical changes and intrusions in CAN bus mes-
sage stream based on change-point detection techniques [77].

Moreover, Olufowobi et al. also presented a specification-
based IDS using the response time analysis of CAN [78]. Tay-
lor et al. used a Long Short-Term Memory neural network to
predict the next data word originating from each sender on
the bus and detect anomalies if a large deviation is found [87].
Kang et al. employed a deep neural network (DNN) to discrim-
inate normal and hacking packets [51]. The Hidden Markov
Model is also used to predict the abnormal vehicle states [73].
Timing-based Defense: Since each ECU has its specific tim-
ing features, researchers use such unique features to detect
abnormal CAN frames. A clock-based intrusion detection sys-
tem, named CIDS, is proposed to detect the abnormal CAN
frames. It extracts the clock skews from the frames as the
fingerprints of the ECUs and then models their clock behav-
iors [29]. To prevent the replay attack, Choi et al. presented a
method to identify ECUs using inimitable characteristics of
signals emitted from different ECUs [33]. To detect abnormal
frames at the physical layer, Xu et al. proposed a reinforce-
ment learning-based physical authentication scheme, which
checks CAN frames according to voltage patterns [98].
Comparison: Table 11 summarizes the major differences be-
tween SAID and the existing vehicular IDSs from various
aspects. First, the existing IDSs detect anomalies using only
one type of vehicular data, such as sensor, CAN frame, or
OBD-II message, and SAID detects attacks in multiple layers
(details in §3.2) using four types of vehicular data for defense;
Moreover, compared with the existing control/physical invari-
ant based anomaly detection approaches, SAID detects MIAs
leveraging three VD models along with the RB (Rule-based)
models; Since more types of data are utilized by SAID to
detect MIAs, it can detect more types of attacks than the ex-
isting IDSs; It is worth noting that the Choi et al. [32] and
Raul et al. [79] focus on detecting attacks on the robotic ve-
hicles leveraging the control/physical invariants. Although
SAID detects abnormal vehicle states using the specific vehi-
cle dynamics models, which are different from the laws used
by them, the dynamics-based defense capacity of SAID also
depends on the control/physical invariant of the vehicles. In
addition, SAID does not require to refit the vehicles for deploy-
ment and also has the capacity of preventing attacks; Also,
we evaluate SAID with different experiment environments,
including real cars, prototype systems, and simulations.

9 Conclusion

In this paper, we propose SAID, a new state-aware defense
system against vehicular MIAs. It employs the vehicle dy-
namics models to estimate the vehicle states with the context
information from both IVN and onboard sensors for defending
against the attacks aiming to cause abnormal vehicle motions.
Moreover, it exploits the eco/safe driving requirements and
auto insurance policies to build rule-based defense policies for
defending against more anomalies. SAID adopts a cross-layer
architecture and can detect abnormal CAN frames and diag-



nostic messages at the network layer and service layer. The
various types of evaluation results show SAID can effectively
and efficiently detect various MIAs based on the rule-based
and dynamics-based defense policies.
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A Appendix

A.1 Defense Results of Simulations

We evaluate the defense performances of SAID when the
MIAs are launched by injecting various types of messages si-
multaneously. As shown in Table 9, we simulate 22 MIAs that
are launched under various initial vehicle states and through
injecting different messages. To evaluate whether SAID can
defend against these MIAs, we use SAID to protect the ve-
hicle from entering abnormal motions. The right column of
Table 9 presents the defense results and all abnormal motions
are prevented after SAID is applied.

A.2 Comparison with Exiting Vehicular IDS

We compare SAID with existing vehicular IDSs using the
public CAN bus dataset [46], and the results are shown in Ta-
ble 10. Note that existing IDSs do not consider the server layer
and state layer attacks, and their dataset just contains the net-
work layer attack traffic, including replay attack (a.k.a., spoof
attack and fabricate attack), DoS attack, and fuzzy attack. The
results show that apart from SAID none of the existing IDS can
identify all these injected malicious messages, because only
SAID considers context information. More precisely, exiting
IDSs are deployed in IVN and detect anomalies with the sta-
bility features of IVN traffic, such as intervals and sequences.
Hence, they cannot identify the injected abnormal messages
with normal traffic patterns. Also, the normal diagnostics may
cause false positives due to unusual IVN traffic patterns pro-
duced. In contrast, SAID is deployed between the IVN and
out-vehicle entities and detects anomalies considering both
the traffic features and the context information. Therefore,
when such abnormal diagnostic traffic is injected, SAID can
timely identify them according to their message IDs, which
can be only used by IVN messages.

Table 9: The defense results of various MIAs launched at high
and middle speed (i.e., 90 km/h and 60 km/h) as well as vari-
ous steering wheel angles (dw). 3 indicates SAID successfully
detected and prevented the abnormal vehicle motions.

Attack

Purpose

Initial state MIAs (Injected Messages) Defense

ResultVelocity Steering wheel Throttle Brake Steering wheel

Rollover

60 km/h 25� increase Na increase 3
60 km/h 25� Na increase increase 3
60 km/h 15� increase Na increase 3
60 km/h 15� Na increase increase 3
90 km/h 25� increase Na increase 3
90 km/h 25� Na increase increase 3
90 km/h 15� increase Na increase 3
90 km/h 15� Na increase increase 3

Under/
Oversteer

60 km/h 25� increase Na increase 3
60 km/h 25� Na increase increase 3
60 km/h 15� increase Na increase 3
60 km/h 15� Na increase increase 3
90 km/h 15� increase Na increase 3
90 km/h 15� Na increase increase 3

Side slip

60 km/h 25� increase Na increase 3
60 km/h 25� Na increase increase 3
60 km/h 15� increase Na increase 3
60 km/h 15� Na increase increase 3
90 km/h 25� increase Na increase 3
90 km/h 25� Na increase increase 3
90 km/h 15� increase Na increase 3
90 km/h 15� Na increase increase 3

Table 10: Comparison between the existing vehicular IDSs
(
p

and ⇥ indicate the IDS has or has no such an ability).

IDS
Network Layer Service

Layer

State

LayerDoS Replay Fuzzy

Muter et al.[70] ⇥ 0.9957 0.9996 ⇥ ⇥
0.9685 0.9546 0.9647 ⇥ ⇥

Gmiden et al.[42] ⇥ 0.9765 0.9912 ⇥ ⇥
Cho et al.[29] 0.4472 0.7063 0.3589 ⇥ ⇥
Kang et al.[51] 0.9647 0.9912 0.7517 ⇥ ⇥
Taylor et al.[87] 0.7818 0.9136 0.6365 ⇥ ⇥
Moore et al.[67] 0.9382 0.9663 0.9527 ⇥ ⇥
Marchetti et al.[60] 0.9616 0.8367 0.9819 ⇥ ⇥

Tomlinson et al.[88] 0.9714 0.8901 0.9744 ⇥ ⇥
⇥ 0.8462 0.8665 ⇥ ⇥

Stabili et al.[85] 0.9977 0.8481 0.952 ⇥ ⇥
Ohira et al.[76] 0.9924 0.8374 0.9508 ⇥ ⇥
SAID 1 1 1

p p

Table 11: Comparison with the existing vehicular IDSs on the exploited data, the type of detection algorithms, the target
attacks,the evaluation environments, the requirement of refitting, and the prevention capacity. RB, ML, PI, and VD indicate the
rule-based, machine-learning based, physical invariant and vehicle dynamics based detection approach, respectively. It is worth
noting that Choi et al. [32] and Raul et al. [79] focus on detecting attacks on the robotic vehicles.

IDS
Used data

Type Targets Evaluation environment Refit Prevention
Sensor CAN OBD UDS

Muter et al. [70] ⇥
p

⇥ ⇥ RB DoS, Spoof Real car
p

⇥
Gmiden et al. [42] ⇥

p
⇥ ⇥ RB DoS, Spoof Simulation

p
⇥

Cho et al. [29] ⇥
p

⇥ ⇥ RB DoS, Spoof Real car, Prototype, Simulation
p

⇥
Kang et al. [51] ⇥

p
⇥ ⇥ ML (DNN) Spoof Simulation

p
⇥

Taylor et al. [87] ⇥
p

⇥ ⇥ ML (RNN and LSTM) Spoof Simulation
p

⇥
Moore et al. [67] ⇥

p
⇥ ⇥ RB DoS, Spoof Real car

p
⇥

Marchetti et al. [60] ⇥
p

⇥ ⇥ RB Spoof, Fuzzy Real car
p

⇥
Tomlinson et al. [88] ⇥

p
⇥ ⇥ RB DoS, Spoof Simulation

p
⇥

Stabili et al. [85] ⇥
p

⇥ ⇥ RB Spoof, Fuzzy Real car, Simulation
p

⇥
Ohira et al. [76] ⇥

p
⇥ ⇥ RB DoS, Spoof, Fuzzy Simulation

p
⇥

Casillo et al. [24] ⇥
p

⇥ ⇥ ML (Bayesian) Spoof Simulation
p

⇥
Cho et al. [30] ⇥

p
⇥ ⇥ RB Spoof Real car, Prototype

p
⇥

Ganesan et al. [41]
p

⇥ ⇥ ⇥ RB Spoof Simulation
p

⇥
Wasicek et al. [93] ⇥ ⇥

p
⇥ ML (Bottleneck ANN) Spoof Real car

p
⇥

Narayanan et al. [73] ⇥ ⇥
p

⇥ ML (HMM) Spoof Real car
p

⇥
Choi et al. [32]

p
⇥ ⇥ ⇥ PI Signal Injection Robotic Vehicles

p p

Raul et al. [79]
p

⇥ ⇥ ⇥ PI Signal Injection Robotic Vehicles
p p

SAID
p p p p

RB and VD DoS, Spoof, Bus-off, Fuzzy,
OBD/UDS message injection Real car, Prototype, Simulation ⇥

p


